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#### Abstract

Background: The traditional odds ratio and relative risk cannot strictly speaking properly and validly be used because in them, the number of subjects testing positive and negative among subjects known or believed not to have a condition in nature usually are not known and hence the total number of subjects testing positive and negative are not also completely known. Paper proposes, develops, and presents a measure of the strength of association between test results and condition in a population, by using sensitivity and specificity of diagnostic screening tests that are independent of the population under study. Method: A retrospective study was carried out. The proposed measure of association which always lies between -1 and 1 inclusively enables the researcher to determine not only if an association exists between test results and state of nature or condition in a population and if such an association exists, whether it is positive and direct or negative and indirect thereby giving the measure an advantage over and above the traditional odds ratio method. Result: The proposed method is easier to interpret and understand than those from the traditional odd ratio approach. For comparison and completeness, it also develops modified sample estimate of the traditional odd ratio and its sample variance from observable sample data. The likelihood ratio showed that the test is very informative. Conclusion: The proposed measure of association is shown to be at least as efficient and hence as powerful as the traditional odds ratio. The modified traditional odds ratio performs better than the traditional odds ratio. The likelihood ratios are at least as efficient as the proposed method but better than the traditional odd ratio.


Keywords: sensitivity, specificity, traditional odds ratio, diagnostic screening tests, state of nature or condition, clinical trial.

## Introduction

The purpose of screening is to identify people in an apparently healthy population who are at higher risk of a health problem or a condition, so that an early treatment or intervention can be offered. This, in turn, may lead to better health outcomes for some of the screened individuals. ${ }^{1}$ Clinicians practicing evidence-based medicine are familiar with the concepts of sensitivity and
specificity, defined as the probability of a positive test given that the person has the target condition, and the probability of a negative test given that the person does not have the condition, respectively. ${ }^{2}$ These sensitivity and specificity are considered to be characteristics of the test as intrinsic accuracy measures, and independent from the characteristics of the population. The rationale for this assumption relates to the mathematical

[^0]calculation of these measures from a classic $2 \times 2$ diagnostic table. Some screening programmes choose a highly sensitive threshold for the screening test at the expense of lower specificity. This means that there will be very few false negatives but more false positives. In these circumstances, all the positive results are then investigated with a further test with high specificity to exclude the false positives. ${ }^{1}$

Meanwhile, the traditional odds ratio and relative risk are often used as measures of the strength of association between a predisposing or antecedent factor and condition in controlled comparative studies because these two measures are invariant under the three commonly used study methods to generate the data, namely the cross-sectional, prospective and retrospective study design. ${ }^{3,4,5}$ However, in diagnostic screening tests and clinical trials these measures cannot strictly speaking, properly and validly be used. This is because in these tests the number of subjects testing positive among subjects known or believed not to have a condition in nature and the number of subjects testing negative among subjects known or believed to have a condition in nature usually are not known and hence the total number of subjects testing positive and negative respectively are not also completely known. ${ }^{6,7}$

These values which are contained in the expressions used in the estimation of the traditional odds ratio, relative risk, their associated standard errors and test statistics for significance can therefore not be properly and directly used in calculations. ${ }^{8,9}$ The false rates and proportion of the population expected to test positive should ideally be factored in and reflected in measures used to assess association in diagnostic screening tests. ${ }^{3,10,11}$ Unfortunately, the utility of these three indices is seriously limited by the fact that their formulations contain prevalence rates of the conditions in a population of interest, values that often are not known for many conditions. ${ }^{12,13,14}$

This paper proposes, develops and presents a statistical measure of the strength of association between diagnostic screening test results and state of nature or condition in a population that depends on only the sensitivity and specificity of screening tests and clinical trials that are estimable using only observable ample values. The proposed measure does not also require knowledge of the prevalence rate of a condition in the population before its estimation.

## Method Study population

A retrospective analysis will be performed on the results of screening tests which was conducted at a named Hospital or clinic. The study period should span for a specified period and a given number of participants which may include both outpatients and inpatients were required to undergo through their initial screening tests. The inclusion criteria depend on the nature of the screening procedures.

## Data collection, calculations and test of hypothesis

All the clinical characteristics of the participants and other data will be collected from the clinical laboratory information system (LIS) including the test results, gender, age, reasons for testing, clinical departments, etc. We will calculate the sensitivity, specificity, the sample estimate of the sensitivity and specificity of the screening test, estimated variance, Chi-square test statistic of the number of associations between screening test results and state of nature or condition will be calculated and test of the null hypothesis of the non-significance of association will be carried out. A test statistic expressed in terms of the sensitivity and specificity of the screening test for testing the significance of the proposed measure of association will be provided. Sample data will be used to illustrate the proposed method and also used to compare with the traditional odds ratio measure of association.

## Proposed Method

Suppose a research Scientist or Clinician collects a random sample of $n_{1}$ subjects known or believed to actually have a certain condition in nature in a population and also collects a second random sample of $\mathrm{n}_{2}$ subjects from the same population known or believed not to actually have the condition in nature, giving a total random sample of size $n=n=n_{1}+n_{2}$ subjects to be studied. Research interest is to determine through a diagnostic screening test or clinical trial whether or not each of the sampled subjects actually tests positive or negative to the condition in nature in the population. Let $B$ be the event that a randomly selected subject of the population actually has a condition in nature and $\bar{B}$ be the event that the randomly selected subject, does not actually have the condition in nature. Also let A and $\bar{A}$ be respectively the events that the randomly selected subject tests and does not test positive to the condition in the screening test when screened and tested. The results of such a screening test may be presented in a fourfold table in Table (1).

## Results

Table 1: Format for presentation of results in diagnostic screening test

|  | State of Nature or condition |  |  |
| :---: | :---: | :---: | :---: |
| Test Result | Present $(B)$ | Absent $(\bar{B})$ | Total |
| Positive $(A)$ | $n_{11}=F^{++}$ | $n_{12}=F^{-+}$ | $n_{1 .}=F^{+}$ |
| Negative $^{\text {Neal }}(\bar{A})$ | $n_{21}=F^{+-}$ | $n_{22}=F^{--}$ | $n_{2 .}=F^{-}$ |
| Total | $n_{.1}$ | $n_{.2}$ | $n_{1 .}(=n)$ |

In Table (1) out of ${ }^{n} .{ }^{1}$ subjects known or believed to actually have a condition in nature, ${ }_{11}$ subjects test positive and $n_{21}$ test negative. Similarly out of $n_{.2}$ subject known or believed not to actually have a condition in nature, $n_{12}$ test positive and $n_{22}$ test negative. Of the $n_{.1}$ subjects sampled, ${ }^{n_{1 .}}$ subjects test positive while $n_{2}$. subjects test negative. However, as noted above in diagnostic screening test results only $n_{11}$ and $n_{22}$ subjects which are often of primary interest to the researcher are usually observed and known. The values $n_{12}$, the number of subjects testing positive among those known or believed not to actually have the condition in nature and
$n_{21}$, the number of subjects testing negative among those known or believed to actually have the condition in nature usually are not known. Hence the marginal frequencies or totals $n_{1 .}$ and $n_{2 \text {. usually }}$ are not completely known. Hence these unknown values may not properly and validly directly be used in calculations. The present proposed measure of association is based on the expectation that if a diagnostic screening test or clinical trial is a good one, then the sum of the proportion of subjects testing positive among the population of subjects known or believed to actually have a condition in nature and the proportion of subjects testing negative among the population of subjects known or believed not to actually have the condition in nature would be much larger than the sum of the proportion of subjects known or believed not to actually have the condition in nature and the proportion of subjects known or believed to actually have the conditions in nature. Similarly if the screening test is a poor one then one would expect the converse result to be obtained, that is, the sum of the proportion of subjects testing positive among the population of
$\pi=(S e+S p)=((1-S e)+(1-S p))=2(S e+S p-1)$
subjects known or believed not to actually have a condition in nature and the proportion of subjects known or believed to actually have the condition in nature would be larger than the sum of the proportion of subjects known or believed to actually have a condition in nature and the proportion of subjects known or believed not to actually have the condition in nature. Now using conditional probabilities of events A and $B$, the proportion of subjects testing positive among the proportion of subjects known or believed to actually have a condition in nature which is the sensitivity, se of the screening test [2] is

$$
\begin{equation*}
P(A \mid B)=\frac{P(A B)}{P(B)}=S e \tag{1}
\end{equation*}
$$

The proportion of subjects testing negative among the population of subjects known or believed not to actually have a condition in nature which is also the specificity, Sp of the screening test is:
$P(\bar{A} \mid \bar{B})=\frac{P(\bar{A} \bar{B})}{P(\bar{B})}=S p$
Also, the proportion of subjects testing negative among the population of subjects known or believed to actually have a condition in nature is
$P(\bar{A} \mid B)=1-P(A \mid B)=1-S e$
And the proportion of subjects known or believed not to actually have a condition in nature is
$P(A \mid \bar{B})=1-P(\bar{A} \mid \bar{B})=1-S p$
Hence the difference between the proportions of subjects testing positive among the subjects known or believed to actually have a condition in nature or testing negative among the subjects known or believed not to actually have the condition in nature and the proportion of subjects testing positive among the subjects known or believed not to actually have a condition in nature or testing negative among the subjects known or believed to actually have a condition in nature is

To use Equation 1-5 to develop the proposed measure of association we may let
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$$
v_{i}=\left\{\begin{array}{l}
1, \text { if the ith sampled and screened subject either tests positive and is }  \tag{6}\\
\text { known or believed to actually have the condition in nature or tests } \\
\text { negative and is knownor believed not to actually have the condition in nature } \\
-1, \text { if the ith sampled and screened subject either tests positive and is } \\
\text { known or believed not to actually have the condition in nature or tests } \\
\text { negative and is knownor believed to actually have the condition in nature }
\end{array}\right.
$$

for $i=1,2, \ldots, n=n$..
Let
$\pi^{+}=P\left(u_{i}=1\right) ; \pi^{-}=P\left(u_{i}=-1\right)$
where
$\pi^{+}+\pi^{-}=1$
Define
$w=\sum_{i=1}^{n} u_{i}$
Now the expected value or mean and the variance of ${ }^{u_{i}}$ are respectively.
$E\left(u_{i}\right)=\pi^{+}-\pi^{-} ; \operatorname{var}\left(u_{i}\right)=\pi^{+}+\pi^{-}-\left(\pi^{+}-\pi^{-}\right)^{2}=1-\left(\pi^{+}-\pi^{-}\right)^{2}$
Also, the expected value or mean of $w$ is
$E(w)=\sum_{i=1}^{n} E\left(u_{i}\right)=n\left(\pi^{+}-\pi^{-}\right)$
The corresponding variance of w is from Equation (10)
$\operatorname{var}(w)=\sum_{i=1}^{n} \operatorname{var}\left(u_{i}\right)=n\left(\pi^{+}+\pi^{-}-\left(\pi^{+}-\pi^{-}\right)^{2}\right)=n\left(1-\left(\pi^{+}-\pi^{-}\right)^{2}\right)$
Now $\pi^{+}$is the proportion of subjects or the probability that a randomly selected subject from the population either tests positive and is actually positive in nature or tests negative and is actually negative in nature; while $\pi^{-}$is the proportion of subjects or the probability that a randomly selected subject from the population either tests positive and is negative in nature or test negative and is positive in nature .Their sample estimates using the frequencies of Table(1) are respectively $\hat{\pi}^{+}=\frac{F^{++}+F^{--}}{n}=\frac{n_{.1}\left(\frac{F^{++}}{n_{.1}}\right)+n_{22}\left(\frac{F^{--}}{n_{2}}\right)}{n}=\frac{n_{.1} \hat{S} e+n_{.2} \hat{S} p}{n}$
And
$\hat{\pi}^{-}=\frac{F^{++}+F^{+-}}{n}=\frac{\left(n_{.2}-F^{--}\right)+\left(n_{.1}-F^{++}\right)}{n}=\frac{n_{11}(1-\hat{S} e)+n_{2}(1-\hat{S} p)}{n}$
Where as shown in Table (1)
$F^{++}=n_{11} ; F^{++}=n_{12} ; F^{+-}=n_{21} ; F^{--}=n_{22}$
The marginal frequencies of the screening test results are:
$F^{+}=F^{++}+F^{++}=n_{11}+n_{12}=n_{1} ; F^{-}=F^{++}+F^{--}=n_{21}+n_{22}=n_{2}$.
Here $\hat{S e} e$ and $\hat{S} p$ are respectively the sample estimates of the sensitivity and specificity of the screening test. The sample estimates of the difference between these probabilities or proportions namely sensitivity, Se and specificity, Sp is
$\hat{\pi}=\hat{\pi}^{+}-\hat{\pi}^{-}=\frac{\left(F^{++}+F^{--}\right)+\left(F^{++}+F^{++}\right)}{n}=\frac{w}{n}$
Note that the sensitivity, Se and the specificity, Sp of a screening test can be estimated directly using only the observed sample data of Table (1) obtainable and available from the screening test as respectively.
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$\hat{S} e=\frac{F^{++}}{n_{.1}}=\frac{n_{11}}{n_{.1}} ; \hat{S} p=\frac{F^{--}}{n_{.2}}=\frac{n_{22}}{n_{.2}}$
The variance of $\hat{\pi}_{\text {is estimated from Equation }} 12$ as

$$
\begin{equation*}
\operatorname{var}(\hat{\pi})=\operatorname{var}\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)=\frac{\operatorname{var}(w)}{n^{2}}=\frac{1-\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)^{2}}{n} \tag{19}
\end{equation*}
$$

When expressed in terms of estimated sensitivity and specificity of the screening test Equation (17) becomes:

$$
\begin{equation*}
\hat{\pi}=\hat{\pi}^{+}-\hat{\pi}^{-}=\frac{w}{n}=\frac{n_{.1}(2 \hat{S} e-1)+n_{\cdot 2}(2 \hat{S} p-1)}{n} \tag{20}
\end{equation*}
$$

With corresponding variance is obtained from Equation (19) as

$$
\begin{equation*}
\operatorname{var}(\hat{\pi})=\operatorname{var}\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)=\frac{1-\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)^{2}}{n}=\frac{1-\left(n_{.1}(2 \hat{S} e-1)+n_{2}(2 \hat{S} p-1)\right)}{n} \tag{19}
\end{equation*}
$$

A null hypothesis that is usually of research interest is whether or not the diagnostic screening test or clinical trial is a good one, which is whether an association exists, between test results and condition of research interest that is actual state of nature in the population. As noted above, if there is no association between screening test results and state of nature or condition in the population, then the proportion $\pi=\pi^{+}-\pi^{-}$; that is, the difference between the sum of the proportion of subjects who either test positive among the population of subjects

$$
H_{0}: \pi=\pi^{+}-\pi^{-} \leq \theta_{0} \text { versus } H_{1}: \pi=\pi^{+}-\pi^{-}>\theta_{0}\left(0 \leq \theta_{0} \leq 1\right) .
$$

known or believed to actually have a condition in nature or the proportion of subjects testing negative among subjects in the population known or believed not to actually have the condition in nature and the sum of the proportion of subjects who either test positive among the population known or believed not to actually have the condition in nature or the proportion of subjects who test negative among the population of subjects known or believed to actually have the condition in nature would be expected to be zero. Symbolically, a more general null hypothesis would be

The null hypothesis, $H_{0}$ of Equation (22) may be tested using the test statistic:

$$
\begin{align*}
& \chi^{2}=\frac{\left(\hat{\pi}-\theta_{0}\right)^{2}}{\operatorname{var}(\hat{\pi})}=\frac{\left(\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)-\theta_{0}\right)^{2}}{\operatorname{var}\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)}=\frac{n\left(\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)-\theta_{0}\right)^{2}}{1-\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)^{2}} \\
& =\frac{\left(\left(n_{.1}(2 \hat{S} e-1)+n_{.2}(2 \hat{S} p-1)-\theta_{0}\right)\right)^{2}}{\frac{n\left(1-\left(n_{.1}(2 \hat{S} e-1)+n_{.2}(2 \hat{S} p-1)-\theta_{0}\right)\right)^{2}}{n}}=\frac{\left(\left(n_{.1}(2 \hat{S} e-1)+n_{.2}(2 \hat{S} p-1)-\theta_{0}\right)\right)^{2}}{n-\left(n_{.1}(2 \hat{S} e-1)+n_{.2}(2 \hat{S} p-1)\right)^{2}} \tag{23}
\end{align*}
$$

Which under the null hypothesis $H_{0}$ has approximately the Chi-square distribution with 1 degree of freedom for sufficiently large sample size $n=n_{\text {.. the null hypothesis }} H_{0}$ of Equation (22) is rejected at the $\alpha$ level of significance if $\chi^{2} \geq \chi_{1-\alpha ; 1}^{2}$
Otherwise $H_{0}$ is accepted.

## Results/Illustrative example

We here use the following data to illustrate the proposed method. A clinician collected a random sample of 98 adult males from a certain population, 12 of whom are suspected to have Prostrate cancer and 86 of whom are believed not to have the disease. The Clinicians interest
is to confirm through a diagnostic screening test whether or not each of the sampled adult males is actually Prostrate cancer positive or negative. The results of the screening test are presented in Table (2).

Table 2: Results of Prostate Cancer Screening test adult males in a population

## Histologic Diagnosis
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| Clinical Diagnosis | Present(B) | Absent $(\bar{B})$ | Total $\left(n_{i .}\right)$ |
| :--- | :--- | :--- | :--- |
| Prostate Cancer positive $(+)$ | $4\left(n_{11}=F^{++}\right)$ | $2\left(n_{12}=F^{++}\right)$ | $6\left(n_{1 .}=F^{+}\right)$ |
| Prostate Cancer negative $(-)$ | $8\left(n_{21}=F^{+-}\right)$ | $84\left(n_{22}=F^{--}\right)$ | $92\left(n_{2 .}=F^{-}\right)$ |
| Total $\left(n_{. j}\right)$ | $12\left(n_{.1}\right)$ | $86\left(n_{.2}\right)$ | $98\left(n_{. .}=n\right)$ |

Now from Table (2) we have that the sample estimate of the sensitivity and specificity of the screening test are respectively from Equation (18)
$\hat{S} e=\frac{F^{++}}{n_{.1}}=\frac{n_{11}}{n_{11}}=\frac{4}{12}=0.333 ; \hat{S} p=\frac{F^{--}}{n_{\cdot 2}}=\frac{n_{22}}{n_{\cdot 2}}=\frac{84}{86}=0.977$.
These results show that the screening test is low in sensitivity but high in specificity. Now from Equations 13 and 14 the sample estimates of $\pi^{+}$and $\pi^{-}$are respectively.
$\hat{\pi}^{+}=\frac{F^{++}+F^{--}}{n}=\frac{n_{11}+n_{22}}{n}=\frac{4+84}{98}=0.898$.
And
$\hat{\pi}^{-}=\frac{F^{++}+F^{+-}}{n}=\frac{\left(n_{2}-n_{22}\right)+\left(n_{11}-n_{11}\right)}{n}=\frac{(86-84)+(12-4)}{98}=\frac{(2)+(8)}{98}=0.102$.
Hence from Equations 17 and 20, we have that $\hat{\pi}=\hat{\pi}^{+}-\hat{\pi}^{-}=0.898-0.102=0.796$ with estimated variance obtained from Equation 21 as $\operatorname{var}(\hat{\pi})=\operatorname{var}\left(\hat{\pi}^{+}-\hat{\pi}^{-}\right)=\frac{1-(0.796)^{2}}{98}=0.004$. Hence the test statistic of no association between screening test results and state of nature or condition(Prostate cancer) $H_{0}$ of Equation 22 is from Equation 23 with $\theta_{0}=0$ as $\chi^{2}=\frac{(\hat{\pi})^{2}}{\operatorname{var}(\hat{\pi})}=\frac{(0.796)^{2}}{0.004}=158.500(P-$ value $=0.0000)$
which with 1 degree of freedom is highly statistically significant at the 5 percent significance level $\left(\chi_{0.95 ; 1}^{2}=3.841\right)_{\text {leading to the rejection of the null hypothesis }} H_{0}$ of Equation (22).We may therefore conclude that there is a strong degree of association between screening test results and state of nature or condition (presence of Prostate cancer in the population).Also since $\hat{\pi}=\hat{\pi}^{+}-\hat{\pi}^{-}=0.796_{\text {is positive, }}$, the association between the screening test results and state of nature namely, presence of Prostate cancer in the population is positive and direct. It would be instructive to compare the present result with what would have been obtained if we had used the traditional odds ratio to analyze the data of Table (2) in spite of odds ratio's short comings as already pointed out above when used in the analysis of diagnostic screening test results. The sample estimate of the traditional odds ratio for the data of Table 2 is
$o=\frac{n_{11} \cdot n_{22}}{n_{21} \cdot n_{12}}=\frac{(4)(84)}{(2)(8)}=21.00$

This means that for everyone adult male who is found to have Prostate cancer among those tested and erroneously informed that they are free of the disease, 21 adult males from the population among those tested and found to have Prostate cancer would be expected to be correctly so informed that they are Prostate cancer positive. This is clearly more difficult to interpret and understand than the simple information conveyed by the simple difference in rates, $\hat{\pi}=\hat{\pi}^{+}-\hat{\pi}^{-}=0.898-0.102=0.796$, namely that the
proportion of adult males in the population testing positive among adult males who have Prostate cancer or testing negative among adult males who do not have Prostate cancer is about 79.68 higher than the proportion of adult males testing positive among those who do not have Prostate cancer or testing negative among adult males who have the disease in the population. In other words, the number of adult males who test positive among those who actually have Prostate cancer or negative among those who do not have the disease is about 79.6 percent more than the
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number of adult males who test positive among the adult males known not to have the disease or who test negative among those known or believed to actually have Prostate cancer in the population. Thus, the rate $\pi$
$\operatorname{Se}(o)=O \sqrt{\frac{1}{n_{11}}+\frac{1}{n_{12}}+\frac{1}{n_{21}}+\frac{1}{n_{22}}}=21.00 \sqrt{\frac{1}{4}+\frac{1}{2}+\frac{1}{8}+\frac{1}{84}}=($
This measure of the error of O , the sample estimate of traditional odds ratio namely 19.782 is clearly much larger than the error of only $S e(\hat{\pi})=\sqrt{0.004}=0.063$ of the estimated value of $\hat{\pi}$ for our sample data of Table (2).These results shows that the proposed measure of association $\pi_{\text {is }}$ relatively more efficient than the traditional odds ratio measure of association, w. The Chi-square test statistic for the significance of the traditional odds ratio is:
$\chi^{2}=\frac{n\left(n_{11} n_{22}-n_{12} n_{21}\right)^{2}}{n_{11} n_{2 .} n_{11} n_{.2}}=\frac{98((4)(84)-(2)(8))^{2}}{(6)(92)(12)(86)}=17.616(P$ which with 1 degree of freedom is also statistically significant at the 5 percent significance level $\left(\chi_{0.95 ; 1}^{2}=3.841\right)$, again leading to a rejection of the null hypothesis, $H_{0}$ of no association between screening test results and presence of Prostate cancer in the population. However, although the proposed method and the traditional odds ratio method here both lead to a rejection of the null hypothesis, nevertheless the relative sizes of the calculated Chi-square values suggest that the traditional odds ratio method is less efficient and likely to lead to an acceptance of a false null hypothesis (Type II Error) more frequently and hence is likely to be less powerful than the proposed method. In any case, note that the expression for the traditional population odds ratio expressed in terms of conditional probabilities of events A and B using the notations of Table (1) is
obtained using the proposed method is relatively easier to interpret and understand than the traditional odds ratio, w the standard error of the estimated odds ratio O is
$w=\frac{P(A \mid B) \cdot P(A \mid B)}{P(\bar{A} \mid B) \cdot P(A \mid \bar{B})}$
Its sample estimate is $\hat{\boldsymbol{w}}=0$
$o=\frac{F^{++} \cdot F^{--}}{F^{++} \cdot F^{+-}}=\frac{n_{11} n_{22}}{n_{12} n_{21}}$

## Its sample var iance is

$$
\operatorname{var}(o)=o^{2}\left(\frac{1}{n_{11}}+\frac{1}{n_{12}}+\frac{1}{n_{21}}+\frac{1}{n_{22}}\right)
$$

## And the accompanied test statistic

$$
\chi^{2}=\frac{n\left(n_{11} n_{22}-n_{12} n_{21}\right)^{2}}{n_{1} n_{2 .} n_{.1} n_{.2}}
$$

Notwithstanding the above rather heuristic calculation cannot strictly speaking be really directly and properly evaluated without modifications from the results of a diagnostic screening test or clinical trial and used to analyze the data of Table (2).This is because as already noted above, $P(A \mid \bar{B})$ and $P(\bar{A} \mid B)$, the sample values $n_{12}, n_{21}$ and their derivatives $n_{.1}$ and $n_{.2}$ are not obtainable from the results of a diagnostic screening test or clinical trial. However, algebraic manipulation would easily enable one reformulate Equation (25) to obtain an expression for the traditional population odds ratio, w that could enable its application and use with sample observation obtained from diagnostic screening tests or clinical trials and calculate the sample estimates of the sensitivity and specificity of the screening test as well as an appropriate test statistic. Thus Equation (25) is actually equivalent to

$$
w=\frac{P(A \mid B) \cdot P(\bar{A} \mid \bar{B})}{(1-P(A \mid \bar{B})) \cdot(1-P(\bar{A} \mid \bar{B}))}=\frac{S e \cdot S p}{(1-S e)(1-S p)}
$$

Whose sample estimate using the cell frequencies of Table (1) is:
$\hat{w}=o=\frac{\hat{S} e \cdot \hat{S} p}{(1-\hat{S} e) \cdot(1-\hat{S} p)}=\frac{\left(n_{11} / n_{11}\right) \cdot\left(n_{22} / n_{2}\right)}{\left(1-n_{11} / n_{11}\right)\left(1-n_{22} / n_{2}\right)}=\frac{n_{11} \cdot n_{22}}{\left(n_{\cdot 1}-n_{11}\right)(n .}$
The corresponding modified sample estimate of the variance of the traditional sample odds ratio, O is
$\operatorname{var}(o)=o^{2}\left(\frac{1}{n_{11}}+\frac{1}{\left(n_{\cdot 2}-n_{22}\right)}+\frac{1}{\left(n_{.1}-n_{11}\right)}+\frac{1}{n_{22}}\right)=o^{2}\left(\frac{1}{n_{.1} \cdot \hat{S e} e}+\frac{1}{n_{1} \cdot(1-\hat{S} e}\right.$
The modified test statistic expressed in terms of sample data or values that are obtainable in a diagnostic
screening test or clinical trial for testing the statistical significance of the modified odds ratio is

$$
\chi^{2}=\frac{n\left(n_{11} n_{22}-\left(n_{.1}-n_{11}\right)\left(n_{.2}-n_{22}\right)\right)^{2}}{n_{.1} n_{.2} \cdot\left(n_{.1}-n_{11}+n_{22}\right)\left(n_{.2}-n_{22}+n_{11}\right)}=\frac{}{(\hat{S} e+}
$$

Which under the null hypothesis, $H_{0}$ has approximately the Chi-square distribution with 1 degree of freedom for
sufficiently large sample size $n=n_{\ldots \text {... The null }}$ hypothesis, $H_{0}$ is rejected at the $\alpha$ level of significance if Equation 24 is satisfied, otherwise the null hypothesis, $H_{0}$ is accepted.
However, the result obtained using the proposed method can be compared using another method of measuring the accuracy of diagnostic test called likelihood ratio. Here, we can compute the sample data and interpret our result in terms of the likelihood ratio. Recall that likelihood ratios can be used to update the pre-test probability of disease using Bayes' theorem, once the test result is known. The updated probability is referred to as the post-test probability. For a test that is informative, the post-test probability should be higher than the pre-test probability if the test result is positive, whereas the post-test probability should be lower than the pre-test probability if the test result is negative. The positive likelihood ratio describes how many times more likely positive test results were in the diseased group compared to the non-diseased group. The positive likelihood ratio is given as

$$
L R+=\frac{\operatorname{sen}}{(1-\text { spec })}=a / a+c / b / b+d=\frac{F^{++}}{n_{\cdot 1}} \div\left[1-\frac{F}{n}\right.
$$

The positive likelihood ratio is here greater than 1 showing that the test informative. The negative likelihood ratio describes how many times less likely negative test results were in the diseased group compared to the non-diseased group. The negative likelihood ratio is given as
$L R-=\frac{1-\text { sen }}{\text { spec }}=c / a+c / d / b+d=1-\frac{4}{12} \times \frac{1}{\frac{84}{86}}=0.683$
The negative likelihood ratio is here less than 1 showing that the test is informative. These results show that the screening test is low in negative likelihood ratio but high in positive likelihood ratio meaning that there is association between screening test results and presence of Prostate cancer in the population in which case significant relationship exists hence the test is informative.

## Discussion

The traditional odds ratio (TOR) as a measure of test performance combines the strengths of sensitivity and specificity, as prevalence independent indicators, with the advantage of accuracy as a single indicator. These characteristics lend the TOR particularly useful for comparing tests whenever the balance between false negative and false positive rates is not of immediate importance. These features are also highly convenient in systematic reviews and meta-analyses. In decisions on the introduction of a test in clinical practice, we are aware that the actual balance between the true positive rate and false positive rate often matters. ${ }^{15}$ Whenever false positives and false negatives are weighted differentially, both the prevalence and the conditional error rates of the test have to be taken into consideration to make a balanced decision. In these cases, the TOR is less useful, as it does not distinguish between the two types of diagnostic mistake. Also, the relative sizes of the calculated Chi-square values as seen suggest that the traditional odds ratio method is less efficient and likely to lead to an acceptance of a false null hypothesis (Type II Error) more frequently and hence is likely to be less powerful than the proposed method. Meanwhile, since ruling-out or ruling-in of the target condition is the primary intended use of a test, conditional indicators, or accuracy measures such as sensitivity and specificity was used in the proposed method.

As all available measures of test performance, the TOR of a test is unlikely to be a test-specific constant. Its magnitude likely depends on the spectrum of disease as well as on pre-selection using other tests. ${ }^{16,17}$ Despite this universal caveat for indicators of diagnostic tests, we feel that a more systematic use of the odds ratio in diagnostic research can contribute to more consistent applications of diagnostic knowledge. This called for the proposed method in this paper. Some may object that there are already too many indicators of test performance. With such an abundance of choices, there is little need for yet another statistic. This may be true, but it is hard to see how the selection can or should be produced. Each of the indicators serves a different purpose. Sensitivity and specificity are expressions of the conditional hit rates of the test. Predictive values or posterior probabilities are the numbers that are most salient for clinical practice. The so-called likelihood ratios come in handy for comparing the diagnostic content of multiple possible test results and for transforming those into posttest probabilities. Among those helpful indicators, the proposed method is comparatively more efficient and powerful than other indicators of diagnostic test accuracies.

## Conclusion

We have in this paper proposed, developed and presented a statistical method for measuring the strength of association between test results and state of nature or condition in a population exposed to a diagnostic screening test or clinical trial. The proposed measure is based on only the sensitivity and specificity of the screening test which are independent of the population of interest and estimated using only observed sample values obtainable in a diagnostic screening test or clinical trial. The proposed measure which always lies between 1 and 1 inclusively could be used to establish whether as association is strong and direct, strong and indirect or zero and whether or not the association is statistically significant. Estimates of the variance of the proposed measure of association, $\pi$ expressed in terms of obtainable sample data in a diagnostic screening test or clinical trial was provided. A test statistic expressed in terms of the sensitivity and specificity of the screening test for testing the significance of the proposed measure of association was also provided. Sample data were used to illustrate the proposed method which was shown to be at least as efficient and powerful as the traditional odds ratio measure of association which strictly speaking was shown not to be appropriate to use for the analysis of results obtained in a diagnostic screening test or clinical trial in which some of the required sample data are not obtainable.

Furthermore, the proposed measure of association is shown to be relatively easier to interpret and understand than the traditional odds ratio measure of association. Although the proposed method and the traditional population odds ratio method here both lead to a rejection of the null hypothesis, nevertheless the relative sizes of the calculated Chi-square values suggest that the traditional population odds ratio method is less efficient and likely to lead to an acceptance of a false null hypothesis (Type II Error) more frequently and hence is likely to be less powerful than the proposed method. The implication of this finding is that the chances of making wrong conclusion that there is no association between screening test results and state of nature or condition (presence of Prostate cancer in the population). Another setback of the traditional population odds ratio is that if it is expressed in terms of the conditional probabilities of events $A$ and $B$, its sample estimates, variance, as well as test statistic, their calculations cannot strictly speaking be really directly and properly evaluated using sample data without modifications from the results of a diagnostic screening test or clinical trial. This is because the conditional
probabilities, the sample values and their derivatives are not obtainable from the results of a diagnostic screening test or clinical trial. This means that it is only by algebraic manipulation that will enable one to reformulate an expression for the traditional population odds ratio, which will enable its application and use with sample observation obtained from diagnostic screening tests or clinical trials and then its subsequent used to calculate the sample estimates of the sensitivity and specificity of the screening test as well as an appropriate test statistic. In clear terms, the proposed method provides information concerning the discriminatory power of a diagnostic test. Also results obtained using the proposed method can be used to choose the best clinical strategy in clinical practice.
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